Chapter 3

Discriminate Analysis and Factor Analysis: Theory and Method

1. To perform financial analysis and planning, the most important concepts of linear algebra that are needed are (1) linear combination and its distribution, (2) operation of vectors and matrices, and (3) linear equation system and its solution. If x1, x2,…, xn are one set of variables then a linear combination of these variables is y = a1x1 + a2x2 +...+ anxm. In Financial analysis, can be used to represent amounts of i products (i = 1, 2,…, n) to be produced. The ai coefficients can be used to represent net profits of producing one unit of i; and y can be used to represent total profit of a firm.

    In addition, linear combination concepts are required to understand and perform both discriminant and factor analysis for financial planning and forecasting. Factor analysis and discriminant analysis can be used in instance of measuring a firm’s or an individual’s short-term or long-term financial indicator, i.e., a “financial Z-score”.

2. The purpose of discriminant analysis are (1) to test for mean group differences and to describe the overlaps among the groups, and (2) to construct a classification scheme based on a set of m variables in order to assign previously unclassified observations to appropriate groups. See Chapter 4 for further discussion on this issue.

3. Using Table 3.1 on page 73 as a numerical example, we begin with number scores of two groups on two predictor variables, x1 and x2, and on a dummy variable, y. All members of group 1 are assigned y = 1 and all members of group 2 are given y = 0. In a two-group case, a dummy regression technique can be used to estimate the coefficients. The basic question for n-group discriminant analysis is (B－EC)A = 0; 
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, where B = DD is the between-group variable; 
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; C = within-group variance; A = the coefficient vector representing the coefficients of the linear equation am1x1 + … amnxn = bm . Thus the above equation is similar to (C-1B－EI)A = 0 as defined in equation 3.12), where I is an nxm vector with sll unity elements. Eigenvalue method can be used to estimate related coefficients.

    The objective in deriving the coefficients is to determine the appropriate weights applied to each of the variables, xi.

4. The study of principle components can be considered as putting into statistical terms the usual developments of characteristic roots and vectors. In statistical practice, the method of principal components is used to find the linear combinations of a set of variables with large variance. In many exploratory studies, the number of variables under consideration is too large to handle. A way of reducing the dimension of variables to be analyzed is to discard the linear combinations that have small variances and to study only those with large variances. This is the purpose of using principal components analysis. Principal components analysis can be used to estimate the factor scores for financial variables as discussed in both Chapter 3 and 4.

5. (i) Work through the following matrix problem which is identical to the one presented on pages 68-70 in the chapter. Solve the matrix on your own for the eigenvalue and then check your form and answer with that of the book.

    This additional example will enable students to further understand these important mathematical concepts and procedures.

    Find the eigenvalue of the matrix:
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First, note that the characteristic equation of A′ is:
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    Next, we solve for the determinant of matrix A′’s characteristic equation by taking the following steps:
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    To determine the roots of this cubic equation we pursue the algebraic steps and rules:

If the cubic equation has an integer root, then it must be one of the four divisors of +2, namely, the numbers 
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, is indeed a root. To derive the remaining roots we initially divide the polynomial by 
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Now the remaining noninteger roots must be derived. To do this we can apply the following basic formula for solving such quadratic equations:
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applied to an equation of the form ax2 + bx + c, so in this manner we can calculate:
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which are the remaining noninteger roots.

    As an additional exercise we can go on to show how the eigenvalue associated with 
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a) Find A′ + I:
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b) To find the adjoint of the above matrix:

i) calculate the cofactor of A′ + I:
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ii) Adjoint of 
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c) The eigenvalue is a nonzero vector solution of x corresponding to the eigenvalue (-1) and the homogeneous system of equations:

(A－λI)x = 0

Thus, we need to have x satisfy the limit norm condition, X′ X = 1, and so we divide the third column of the adjoint of A′
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by  
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This vector solution represents the normalized eigenvector for the matrix A′ when λ = -1.

(ii) In using the eigenvalue method to estimate the two-group discriminant function coefficients, the procedure discussed in (i) can be applied to solve for E of the characteristic equation, 
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, as defined in equation (3.12) of text. The information of within-group variance (C) and between-group variance (B) can be used to estimate 
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, which will yield A or A′ as in (i). Finally, we can derive E following the same procedures that we used to determine λ in part (i).
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