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Abstract

This paper sought to find the long-run relationships between international tourist arrivals in India with economic variables such as GDP, transportation costs and the exchange rate for the period from 2002-2006. The cointegration techniques used was based on Panel Cointegration Test as well as both the OLS estimator and DOLS estimator were used to find long-run relationship of the international tourism demand model for India. This paper used the five standard method test for Panel Unit Root Tests such as Levin, Lin and Chu (2002), Breitung(2000), Im, Pesaran and Shin(2003), Maddala and Wu(1999) and Choi(2001) and Handri(1999). The long-run results indicate that growth in income (GDP) of India’s major tourist source markets has a positive impact on international visitor arrivals to India. This empirical results imply that when GDP of international major tourist source market such as England, America, Canada, France, German, Japan, Malaysia, Australia, Singapore and Korea increasing 1% then the number of international visitor arrivals to India increasing about 3% to 4%. As well as when transportation cost of these country increasing 1% then the number of international visitor arrivals to India increasing about 0.3% to 0.6%. Finally when the value of India’s currency strong than the value of these country’s currency increasing 1% then the number of international visitor arrivals to India decreasing 0.003% to 0.006%. Furthermore mostly findings were consistent with economic theory and the implications of the model can be use for policy making.      
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1. Introduction

Tourism is a major engine of economic growth in most parts of the world. Several countries have transformed their economies using the tourism potential to the fullest. Tourism has great capacity to create large scale employment to diverse kind- from the most specialized to the unskilled (India tourism, Annual Report, 2001-02, p34). The international tourism business entered an interesting period for many countries in Asia between 1997-1998 (Lim(2003)). Also recently in India international tourism industry is very interesting because the number of international tourists arrivals to India increasing every year since 2000-2005. In 2000 the number of international tourists arrivals to India was 26 lakhs (Government of India, 2001a) and in 2002 the number of international tourists increased to 2.38 million contributing an income of 2,923 million US.$  to the India economy. In 2004, the number of international tourists increased to 3.46 million and the income increased to 4,769 million US.$. The following year there were 3.92 million tourists and the income was 5,731 US.$(India tourism statistics, 2005). As soon as from above information presented that international tourism industry of India will be importance impact on India economy. The results of why international tourism industry attractive foreign tourists come to India. Because India, with its cultural, spiritual and natural richness, offers an experience unparalleled in any other country: traditions, lifestyles, cultural heritage and colorful fairs and festivals all serve to make India a unique tourist destination. Moreover, the country offers a wide choice of tourism activities-for example, eco-tourism, adventure tourism, science tourism, spiritual tourism, heritage tourism and health tourism (Richa,2005). For a long time now, economists have tried to understand the international tourist consumer behavior through demand models. For example,  Barry and O'Hagan (1972): studied the demand of British tourists going to Ireland; Jud, G.D. and Joseph, H., (1974): studied  the demand of international tourist going to Latin American; Uysal and Crompton (1984): studied the demand of international tourists going to Turkey. Summary (1987): studied the demand of international tourists going to Kenya, Kulendran, N. (1996): studied the demand of international tourists going to Australia; Lim C. and M.McAleer (2000): studied the demand of international tourist going to Australia; Durbarry (2002): studied the demand of international tourists (French tourists) going to the UK, Span and Italy. As well as Paresh Kumar and Narayan (2004) and Resina Katafono and Aruna Gounder (2004): who studied the demand of international tourists going to Fiji. Richa(2005): studied tourist arrivals in India how important are domestic disorders ?. Parsert, N. Rangaswomy and Chukiat(2006): studied the modeling international tourism demand in Thailand. Based on many articles, the aim of this paper is to find out the international tourist consumer behavior in coming to India during the period 2002-2006 through demand modeling. The consumer behavior information gathered from this research will help in developing the international tourism industry in India. 

2. Research Aim and Objective

This research has the aim and objective of seeking to know how may factors affect  international tourist demand arrivals to India in the long-run and to use the international tourism demand model to explain international tourists’ behavior in India.   

3. Scope of this research

The scope of this research is the period 2002-2006 and mostly the data was secondary data. The countries used for analysis in the modeling international tourism demand in India were the major countries for the international tourism industry of India, namely   England, America, Canada, France, German, Japan, Malaysia, Australia, Singapore and Korea. Almost all of them had an influence on the income of the international tourism industry of India in the same period (source: India’s  tourism organization).

The variables used in this research were economic variables, for example the numbers of international tourist arriving in India, the GDP of major countries of international tourists coming to India, the world price of  Kerosene-Type Jet Fuel, and the exchange rate of India in relation to the exchange rates of major countries of international tourists.      

4. The methodology and research Framework

4.1 The concept back ground of International Tourism Demand Model

The concept of theory has been used in international tourist demand since 1950 but the estimation in international tourist demand by econometric method beginning from the first time by Artus (1972). After that a lot of research about international tourist demand function used the econometric method. The researcher studied research such as Archer (1976), Crouch (1994), Walsh (1996), Lim (1997), Inclair (1998), Lise&Tol (2002), McAleer (2001,2003),  Resina and Aruna (2004), Narayan(2004), Parsert, Rangaswamy and Chukiat(2006) . Growth in international tourism is closely aligned to economic variables, which at both microeconomic level and macroeconomics level influence the consumer’s decision to undertake overseas travel. Empirical research on international tourism demand has overwhelmingly been based on aggregate time series data which permits estimation of income and price elasticity on inbound tourism (see Lim,1997 and McAleer (2001,2003) and Parsert, Rangaswamy and Chukiat(2006)). A simple origin-destination demand model for international tourism can be written as: (equation number (1A) )

                                    Dt = f (  Yt  TCt   Pt )   -------------------------- (1A)

Definitions:

      Dt    =   is a measure of travel demand at time  t ;

      Yt    =    is a measure of income of the tourist-generating or origin 

                            country at  time t ;

      TCt   =   is a measure of transportation costs from the origin to 

                               destination  country at time  t ;     

       Pt     =    is a measure of tourism price of goods and services at time  t ;  

And assume that ( + Yt ), (-TCt ), (- Pt  ) and explain that when income at time t is increasing then the demand for international tourism is increasing simultaneously. When the measure of transportation costs from the origin to destination country at time t is increasing then the demand for international tourism decreases. And when the measure of tourism price of goods and services is increasing then the demand for international tourism is decreasing. And the equation (1A) can be expressed in log-linear (or logarithmic) form equation number (2A).

   ln Dt   =   +  ln Yt    + ln {F1t or F2t } + ln {RPt , ERt or RERt  } 

                                          + ln Dt -1  + ln CPt  + u t     ----------- (2A) 

where

          ln Dt   = logarithm of short-term quarterly tourist arrivals (or  

                        demand) from the origin to destination country at time  t ;

          ln Yt   =  logarithm of real GDP in original country at time t ;

          lnF1t =   logarithm of real round-trip coach economy airfares in 

                        Neutral Units of construction (NUC) between original 

                         country and destination country at  time t ;

          lnF2t  =  logarithm of real round-trip coach economy airfares in 

                         original country currency between original country and 

                        destination country at time t ;

          ln RPt =  logarithm of relative prices (or CPI of destination country 

                         /CPI of  original country ) at time t ; 

          lnERt   =  logarithm of exchange rate ( original country per 

                                                 destination country) at  time t ;

          lnRERt = logarithm of real exchange rate [ or CPI(destination 

                           country)/CPI(original country)*1/ER] at time t ;

           ln CPt  =  logarithm of competitive prices [ using CPI(destination 

                          country) /(other destination country )]

             u t   =     independently distributed random error term, with zero 

                          mean and constant  variance at time t ;

And defined that

       ,  , , ,, = parameters to be estimated;  > 0,  < 0,  < 0, 

      0<< 1 ,  > 0 (substitutes) and     <  0(complements).

Above of information mostly focus on international tourism demand function based on time series analysis. Recently a lot of research about international tourist demand function used the econometric method based on the panel data analysis. The researcher studied research such as Durbary(2000), Munoz and Amaral(2002), Naude and Saayman(2004), Eilat and Einav(2004), Chin and Pan(2004), Proenca and Soukiazis(2005) and Maloney and Rojas(2005. Furthermore this research or the           “ A Panel Unit Root and Panel Cointegration Test of Modeling International tourism Demand in India ” focus on both the panel unit root test and the panel cointegraion test. And above of researcher have not used both the panel unit root test and the panel cointegration test for estimated international tourism demand function. Also the models were used in this research has been modified from equation (2A) and can be written as equation (3A), (4A) and (5A).   

                    ln D1it   =      +  ln (GDPit)    +  u it       --------------- (3A) 

                    ln D1it   =   ρ    +   ln (POit)      +  u it       --------------- (4A)

                    ln D1it    =  η + ln(ERit)       +  u it      ---------------- (5A)

where  

                    i   =   cross-section-data (the number of country arrival to India)  

                    t   =   time series data 

          ln D1it     =   logarithm of  tourist arrivals (or demand) from the origin countries 

                              number i  to destination country (India)  at time  t ;          

          ln GDPit  =  logarithm of real GDP in original countries number i at time t ;

          lnPOit      =  logarithm of price of Jet Fuel of original countries number i

                              at  time t ;          

          lnERit       =  logarithm of exchange rate of original country  number i

                              per destination country(India) at  time t ;

             u it         =  independently distributed random error term, with 

                                       zero mean and constant variance number i at time t ;

And defined that

      , ρη, ,    = parameters to be estimated;

      0, ρ>0 η>0 > 0 , 0 , 0   

Furthermore the equation of international tourism demand model each of country has  been modified from equation (3A), (4A) and (5A) to be equations (6A), (7A) and (8A) as well as these equation can presented below that:

                    ln D1it   =   +ln (GDPit)      +  (D2*ln(GDPit))  +(D3*ln(GDPit)) 

                                (D4*ln(GDPit))  +  (D5*ln(GDPit))  +(D6*ln(GDPit))   

                                     +(D7*ln(GDPit))   +  (D8*ln(GDPit))  + (D9*ln(GDPit))

                                     + (D10*(lnGDPit))   +   u it       --------------- (6A) 

                    ln D1it   =   +ln(POit)      +  (D2* ln(POit))  +(D3*ln(POit)) 

                                (D4*ln(POit)) +  (D5* ln(POit))  +(D6*ln(POit))   

                                     +(D7*ln(POit)) +  (D8* ln(POit))  + (D9* ln(POit))

                                     + (D10*ln(POit))   +   u it       --------------- (7A) 

                    ln D1it   =   +ln(ERit )       +  (D2*ln(ERit))  +(D3*ln(ERit)) 

                                (D4*ln(ERit))   +  (D5*ln(ERit))  +(D6*ln(ERit))   

                                     +(D7*ln(ERit))   +  (D8*ln(ERit))  + (D9*ln(ERit))

                                     + (D10*ln(ERit))   +   u it       --------------- (8A) 
where  

                    i   =   cross-section-data (the number of country arrival to India)  

                    t   =   time series data 

          ln D1it     =   logarithm of  tourist arrivals (or demand) from the origin countries 

                              number i  to destination country (India)  at time  t ;          

          ln GDPit  =  logarithm of real GDP in original countries number i at time t ;

          lnPOit      =  logarithm of price of Jet Fuel of original countries number i

                              at  time t ;          

          lnERit       =  logarithm of exchange rate of original country  number i

                              per destination country(India) at  time t ;

             u it          =  independently distributed random error term, with 

                                       zero mean and constant variance number i at time t ;                     

D2       =  1 is England, D2 = 0 is otherwise  ; 

D3       =  1 is America, D3 = 0 is otherwise  ; 

D4       =  1 is Canada, D4 = 0 is otherwise  ; 

D5       =  1 is France, D5 = 0 is otherwise  ; 

D6       =  1 is German, D6 = 0 is otherwise  ; 

D7       =  1 is Japan, D7 = 0 is otherwise  ; 

D8       =  1 is Malaysia, D8 = 0 is otherwise  ; 

D9       =  1 is Australia, D9 = 0 is otherwise  ; 

D10      =  1 is Singapore, D10 = 0 is otherwise  ; 

And defined that

      ,……., and  ,  and    = parameters to be estimated;

,…….,  > 0,,…….,  < 0 and ,…….,  < 0 ;

4.2 Panel Unit-Root Tests

Recent literature suggests that panel-based unit root test have higher power than unit root test based on individual time series, see Levin, Lin and Chu(2002), Im, Persaran and Shin(2003), and Breitung(2000) to mention a few of popular test purchasing power parity (PPP) and growth convergence in macro panels using country data over time. This research focus on five type of panel unit root test such as Levin, Lin and Chu(2002), Breitung(2000), Im, Pesaran and Shin(2003), Fisher-Type test using ADF and PP-test (Maddala and Wu(1999) and Choi(2001)), Hadri(1999). 

4.2.1 Levin, Lin and Chu (2002)

Levin, Lin and Chu (2002) start panel unit root test by consider the following basic ADF specification: (see equation 1I)

    DYi t  =   Yi t-1   +   pij=1 ßi t DYi t-j   +  X*i t  δ+ i t      ------- (1I ) 

where

            DYi t  =   difference term of Yi t  

    Yi t1    =  Panel data

                    =   ρ-1

              pi     =   the number of  lag order for difference terms

              X*i t    =   exogenous variable in model such as country fixed effects and 

                           individual time trend 

              i t      =  the error term of equation 1I 

Define DY* i t  by  taking  DYi t  and removing the autocorrelations and deterministic components from  equation  1I   as well as  can  be   rewritten and  give by equation 2I ( equation  2I  has been called  that first set equation).

    DY* i t  =   DYi t-1   +   pij=1 ß* i t DYi t- j + X*i t  δ* + i t      ------- (2I ) 

And define the analogous  ý i t-1  using the second set of coefficients and it has been presented give by equation 3I.

     ý i t-1  =  Yi t-1   +    pij=1 ß* i t DYi t- j   -  X*i t  δ      ------- (3I ) 

After that take both  DY* i t  and  ý i t-1   dividing by the regression standard error (S i) also can express more detail of these variable following that : (see both equation 4I and 5I ).

                       DÝi t =  (DY*i t / S i )   ---------- (4I)   

                        Ýit =  (ýi t-1   / S i )   ---------- (5I)   

Where  S i are estimated standard error from each ADF in equation 1I and lastly an estimate of the coefficient   may be obtained from equation 6I.

                       DÝi t =   Ýit +  ηit   ---------- (6I)

LLC(2002) show that under the null hypothesis , a modified t-statistics for the resulting  ^  is asymptotical normally distributed as well as it has been presented give by equation 7I. 

           t*   =   [ t- ( N Ť)SNσ^ - 2  Se(^ )μmT*  ] /  [σmT*  ]  ( N(0,1) ----(7I)

where   
           t*        =   the standard t-statistic for ^ = 0 

          σ^  2       =   the estimated variance of the error term η
          Se(^ )  =  the standard error of  ^ 
          Ť   =  T-( i pi / N)-1
LLC(2002) panel unit root test has null hypothesis as panel data has unit root as well as can present below that:

                        H0  : null hypothesis as panel data has unit root (assumes common unit 

                                root process)                                

                        H1  : panel data has not unit root 

If t* is significant then conclusion that reject null hypothesis or panel data has not unit root. Otherwise If t* is not significant then conclusion that accept null hypothesis or panel data has unit root. 

 4.2.2  Breitung (2000)

Breitung (2000) suggested that use of the following equation 8I start to test panel unit root.  

        (DYi t )* =  St[ DYi t  - (1/T-t)( DYi t+1  +......+ DYi T) ]  ----- (8I)

where 

                  t        =  1,……,T-1

                  St     =  (T-t)/(T-t+1)

                   Y*i t     =  Yi t-1  - Yi 0  - ((t-1)/T)(Yi T  - Yi 0 )

                  DYi t  =  panel data has been differenced

      i        =  cross-section data 

                   t       =  time series data and t = 2,….,T 2

The panel unit root test for null hypothesis proposed by Breitung (2000) is to reject the null for small values of the following statistic: (see equation 9I).

         BnT = [((σ^ 2  )/(nT 2)) ni=1 T-1i=2(Y*i t-1)2 ]-1/2[(1/√nT)(ni=1T-1i=2(DYi t)* Y*i t-1)]--(9I)    
         or        

                         BnT  =  [B2nT ]-1/2  B1nT  ------- (9I)    
         where

              σ^ 2     =     it is consistent estimator of   σ 2

     BnT   =    Breitung(2000) t-statistic and it has been used to test panel unit root   
The  BnT ( Breitung(2000) t-statistic) has non-stationary as null hypothesis as well as to show below that :

                        H0  : null hypothesis as panel data has unit root (assumes common unit 

                                root process)                                

                        H1  : panel data has not unit root

If  BnT is significant then conclusion that reject null hypothesis or panel data has not unit root. Otherwise If BnT is not significant then conclusion that accept null hypothesis or panel data has unit root. 
4.2.3 Im, Pesaran and Shin(2003)

Let Yi t  be the observation on the ith  cross-section unit at time t and suppose that it is generated according to following simple dynamic linear heterogeneous panel data model and can be written in equation 10I.

                      Yi t  = (1-  i ) +  i Yi t-1   +  i t      ------- (10I)

where

                 i     = 1,….,N are cross-section unit or series

                 t     =  1,….,t are observed over periods

                  it  =  error term of equation 10I 

                 Yit  =  panel data 

And   it =   i ft  +  i t  in which  ft is the unobserved common effect as well as  i t  is the individual-specific error. It is convenient to rewrite equation 10I to be equation 11I follow up :

                      DYi t  =  i +iYi,t-1   +   i ft  +  i t   ------- (11I)

where

      DYi t  =  differential into Yi     
       i     =  (1-  i ) 

            i      = - (1-  i ) 

                     i    = coefficient of  ft     
               i t    =  error term of equation 11I

The null hypothesis or unit root hypothesis of interest,  i = 1, can now be expressed as                          H0  :i  = 0 for all i and against the null hypothesis as H1  :i  < 0, i=1,2,…,N1,i  = 0, i= N1 +1,N2 +2,….., N. The average of the t-statistics for  i  received from equation 11I  by estimated also this t-statistics can show below that: (see equation 12I).

                        t* NT = (Nt =1t i x i (pi )) /  N  ----(12I)

The properly standardized   t* NT has an asymptotic standard normal distribution and also it was rewritten to be new t-statistics as well as can show below that : (see equation 13I).

                   Wt*NT = √n [( tNT -N-1nt=1 E(t i T(pi )))] / √ (N-1 ni=1 var(t i x(pi )))  ----(13I)

Where  Wt*NT is  W-statistics has been used to test panel data based on Im, Pesaran and Shin(2003) techniques. Also this technique has non-stationary as null hypothesis as well as to show below that:   

                        H0  : null hypothesis as panel data has unit root (assumes individual unit 

                                root process)                                

                        H1  : panel data has not unit root

If  Wt*NT is significant then conclusion that reject null hypothesis or panel data has not unit root. Otherwise If Wt*NT is not significant then conclusion that accept null hypothesis or panel data has unit root.   

4.2.4 Fisher-Type Test using ADF and PP-Test(Maddala and Wu(1999) and 

           Choi(2001))

Madala and Wu(1999) proposed the use of the Fisher ( P ) test which is based on combining the P-values of the test-statistics for unit root in each cross-sectional unit. Let pi are U[0,1] and independent, and  -2logepi has a χ2  distribution with 2N degree of freedom and can be written in equation 14I.

                              P  = -2 Ni=1logepi  ------- (14I)

where

                    P    =  Fisher ( P ) panel unit root test

                    N     =  all N cross-section

            -2 Ni=1logepi   =  it has a  χ2  distribution with 2N degree of freedom 

In addition, Choi(2001) demonstrates that:(see more detail of Choi(2001) demonstrates that in equation 15I).

                              Z  = (1/ √Ni=1 )[ Ni=1i -1(pi )] --> N(0,1)  ------- (15I)

where

                 Z    =    Z-statistic panel data unit root test 

                 N    =    all N cross-section in panel data

i -1= the inverse of the standard normal cumulative distribution funciton

      pi  =   it is the P-value from the ith  test 

Both Fisher ( P ) Chi-quare panel unit root test and Choi Z-statistics panel data unit root test have non-stationary as null hypothesis as well as to show below that:

                        H0  : null hypothesis as panel data has unit root (assumes individual unit 

                                root process)                                

                        H1  : panel data has not unit root

If  both Fisher ( P ) Chi-quare panel unit root test and Choi Z-statistics panel unit root test are significant then conclusion that reject null hypothesis or panel data has not unit root. Otherwise both If Fisher ( P ) Chi-quare panel unit root test and Choi Z-statistics panel unit root test are not significant then conclusion that accept null hypothesis or panel data has unit root.        

4.2.5 Hadri(1999)

The Hadri(1999) panel unit root test is similar to the KPSS unit root test, and has a null hypothesis of no unit root, and has null hypothesis of no unit root in any of the series in the panel data. Like the KPSS test, the Hadri test is based on the residuals from the individual OLS regressions of  Yi t  on a constant, or on a constant and trend. For example if include both the constant and a trend and derive estimates from equation 16I.

                                Yi t  =  i  +  ηi t    i t      ------- (16I)

where

              Yi t    =  panel data where i = 1,2,….,N are cross-section unit or series and t =

                           1,2,…,Ti  are observed over periods.

                 i    =  constant term of equation 16I

               ηi t   =co-efficient  of t or trend

 i t   =   the residuals term.

And give the residuals^i t  from the individual regressions as well as form the LM1 statistic: (see more detail from equation 17I).

                               LM1  =  (1/ N )[ Ni=1t Si(t)2 / T2)/ fo )]  ------- (17I)

where

                Si(t)  =   ts=1^i t  

               fo      =   Ni=1fi o  / N (average of individual estimators of the residual 

                             spectrum at frequency and see detail in KPSS(1992))

An alterative form of the LM2  statistics allows for heteoskedasticity arcos i:( see more detail in equation 18I).

                               LM2  =  (1/ N )[ Ni=1t Si(t)2 / T2) / fi o )]  ------- (18I)

So Hadri(1999) uses  LM1  based on homoskedasticity  assume as well as he uses LM2  that is heteroskedasticity  consistent. And also he uses Z-statistics test for panel data as well as Z-statistics can be written in equation 19I.

                               Z = [√N ( LM – E )] / x     ( N(0,1)   ------- (19I)

where

               N = the number of observation in panel data

               E  = 1/16 and x = 1/15, if the model only includes constant, and E = 1/15 and 

                       also x = 11/6300, otherwise.   

The Hadri(1999) test for panel data has the hypothesis to be tested is H0 is null hypothesis  and  H1  is against null hypothesis and can show below that :  

                        H0  : null hypothesis as panel data has not unit root (assumes common

                                unit root process)                                 

                        H1  : panel data has unit root 

If  Z-statistics is significant then conclusion that reject null hypothesis or panel data has unit root. Otherwise If Z-statistics is not significant then conclusion that accept null hypothesis or panel data has not unit root.       

4.3 Panel Cointegration Test     

Kao(1999) uses both DF and ADF to test for cointegation in panel as well as this test similar to the standard approach adopted in the EG-step procedures. Also this test start with the panel regression model as set out in equation 20I.

            Yi t  =   Xi t ßi t +  Zi t 0     + i t      ------- (20I ) 

 where Y and X are presumed to be non-stationary and :( see equation 21I)

                                      e^ i t  =   ρ e^ i t    +i t      ------- (21I ) 

where  e^ i t  = (Yi t  -  Xi t ß^ i t  -   Zi t ^ ) are the residuals from estimating equation  20I. To test the null hypothesis of no cointegrarion amounts to test H0  : ρ = 1 in equation 21I against the alternative that Y and X are conitegrated( i, e.,  H1  : ρ <  1). Kao(1999) developed both DF-Type test statistics and ADF test statistics were used to test cointegration in panel also both DF-Type(4 Type) test statistics and ADF test statistics can present below that: 
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where

           N      =  cross-section data

           T       =  time series data 

           ρ^       =  co-efficiencies of  21I

               t ρ       =  [( ρ^ -1) √ (Ni=1 Tt=2 e^*2 i t-1 )]/Se

               Se       =  (1/NT)Ni=1 Tt=2(e^*i t  - ρ^e^*i t-1 )2

               σu^ 2     =  variance of  u 

               σv^ 2     =  variance of  v

               σu^        =  standard deviation  of  u 

               σv^        =  standard deviation  of  v

               tADF     =   [( ρ^ -1) (Ni=1 (e/ Q iei ) )1/2]/ Sv

Pedroni(1995) provides a pooled Phillips and Perron-Type test and these test have the null hypothesis of no cointegration. The panel autoregressive coefficient estimator,^N,T, can be constructed as follow: (see equation 21.1I).

            ^N,T-1  =   Ni=1 Tt=2(e^i , t-1 ∆e^i , t-1 – λ^i )Ni=1 Tt=2(e^ 2i , t-1)  ----- 21.1I

where

           N      =  cross-section data

           T       =  time series data 

               e i t-1   =  error term of model

               λ^i         =  a scalar equivalent to correlation matrix 

And also Pedroni(1995) provides the limiting distributions of two test statistics as well as can be written in  equation 21.2I:

                         PP-statistic  =  [T √N (^N,T-1 )] / √2    ( N(0,1)   ------- (21.2I)

And this research focus on ADF test statistic based on residual-based test follow concept of  Kao(1999) to test cointegration in panel and also this research focus on PP-test statistic based on concept of Pedroni(1995) to test cointegration in panel. Both ADF–statistics and PP-statistic have same null hypothesis of no cointegration in panel.   
4.4 Estimating panel cointegration model

The various (casually single equation) approach for estimating a cointegration vector using panel data such as Pedroni(2000,2001) approach, Chiang and Kao(2000,2002)  approach and Breitung(2002) approach. The various estimators available include with-and between-group such as OLS estimators, fully modified OLS (FMOLS) estimators and dynamic OLS estimators. FMOLS is a non-parametric approach to dealing with corrections for serial correlation, serial correlation, while OLS and DOLS are a parametric approach which  DOLS estimators include lagged first-differenced term are explicitly estimated as well as consider a simple two variable panel regression model: (see detail calculated of OLS,  FMOLS and DOLS in equation 23I, 24I and 26I).  

            Yi t  =    i +   ßi Xi t  + i t      ------- (22I ) 

A standard panel OLS estimator for the coefficient ßi  given by : 

        ß^i , OLS = [Ni=1Tt=1Xi t  -  X*i)2]-1 Ni=1Tt=1Xi t  -  X*i) Yi t  -  Y*i)  ------- (23I)

where

                   i       =   cross-section data and N is the number of cross-section

                   t       =   time series data and T is the number of time series data

                ß^i OLS  =  A standard panel OLS estimator    

                 Xi t      =  exogenous variable  in model 

                 X*i      average of  X*i  
                 Yi t       =   endogenous variable in model 

                  Y*i     =   average of  Y*i 

To correct for endogeneity and serial correlation, Pedroni(2000) has suggested the group-means FMOLS estimator that incorporates the Phillips and Hanseri(1990) semi-parametric correction to the OLS estimator to adjusts for the heterogeneity that is present in the dynamics underlying  X   and Y. Specifically, the FMOLS statistics is : see equation 24I). 

        ß^i , FMOLS = N-1 Ni=1Tt=1Xi t  -  X*i)2]-1 [ Tt=1Xi t  -  X*i) Y+it – TY^i   ----- (24I)

where

                 i              =   cross-section data and N is number of cross-section data

                 t              =   time series data and T is number of  time series data

                ß^i FMOLS   =  Full modified OLS estimator    

                 Xi t           =  exogenous variable  in model 

                 X*i       average of  X*i  
                 Yi t           =  endogenous variable in model 

                 Y*i           =  average of  Y*i 

                 Y+it          =  Xi t  -  X*i) – [( Ω^ 21i / Ω^ 22i )∆Xi t ] and  Ω^ is covariance

In contrast to the non-parametric FMOLS estimator, Pedroni(2001) has also constructed a between-dimension, group-means panel DOLS estimator that incorporate corrections for endogeneity and serial correlation parametrically. This is done by modifying equation 22I  to include lead and lag dynamics: (see equation 25I).

                        Yi t  =    i +   ßi Xi t  + ki j= -k ik ∆Xi ,t-k  +   i t      ------- (25I ) 

where

                         ß^i , DOLS = [N-1 Ni=1Tt=1  Zit Z*it )-1( Tt=1Zit Z^it )]   ----- (26I)

and where

                 i              =   cross-section data and N is number of cross-section data

                 t              =   time series data and T is number of  time series data

                ß^i DOLS     =  dynamics OLS estimator    

                 Zi t            =  is the 2(K+1) x 1 

                 Z^it           =  Xi t  -  X*i)
                 X*i           =  average of  X*i 

                ∆Xi ,t-k       =  differential term of  X
According to above of these methods were used to estimating panel cointegration model  mostly these methods developed by Pedroni(2000,2001). But this research focus on both the OLS estimator and the DOLS estimator for estimating panel cointegration of the modeling international tourism demand in India(see the stage of panel unit root and panel cointegration test apply to estimating cointegration model at appendix A).  

5. The empirical results of the research

 5.1 The empirical results of the panel unit root test           

This paper was used the panel unit root test of the variables by 5 standard method tests for panel data. Namely Levin, Lin and Chu(2002), Breitung(2000), Im, Pesaran and Shin(2003), Fisher-Type test using ADF and PP-test (Maddala and Wu(1999) and Choi(2001)) and Hadri(1999). Table 1 presents the results of panel unit root tests based on 5 method tests for all variables were used in modeling international tourism demand in India. The Levin, Lin and Chu(2002) method test indicate that  LDEMit, LGDPit, LPOit and LEXit are significance level for reject null of a unit root. The Breitung (2000) method test indicate that  LGDPit is significance level for reject null of a unit root but LDEMit and LEXit have unit root. The Im, Pesaran and Shin(2003) method test indicate that LDEMit, LGDPit, LPOit and LEXit have a unit root. Maddala and Wu(1999) and Choi(2001) method test indicate that LPOit and LEXit are significance level for reject null of a unit root but LDEMit and LGDPit have unit root. Hadri(1999) method test indicate that LDEMit, LGDPit, LPOit and LEXit have unit root because this method has null hypothesis of no unit root. From this results of panel unit root test can not be conclusion that all variables were used in this model have unit root or all variables have not unit root. So all variables should be take first differing or take second differing as well as when toke first differing in all variables then the results of panel unit root test based on 5 methods can presented in table 2. The Levin, Lin and Chu(2002) method test indicate that  LDEMit, LGDPit, LPOit and LEXit are significance level for reject null of a unit root. The Breitung (2000) method test indicate that LDEMit and LPOit are significance level for reject null of a unit root but LGDPit and LEXit have unit root. The Im, Pesaran and Shin(2003) method test indicate that LDEMit, LGDPit, LPOit and LEXit are significance level for reject null of a unit root. Maddala and Wu(1999) and Choi(2001) method test indicate that LDEMit, LPOit and LEXit are significance level for reject null of a unit root but LGDPit has unit root. Hadri(1999) method test indicate that LDEMit, LGDPit, LPOit and LEXit have unit root because this method has null hypothesis of no unit root. Finally when toke first differing in all variables then clearly that all variables were used in modeling international tourism demand in India are significance level for reject null of a unit root.  

 5.2 The empirical results of panel cointegration test

Table 3 present the results of panel cointegration test of the modeling international tourism  demand in India based on ADF statistic and PP statistic. Both ADF statistic and PP statistic indicate that all variables were used in this model are significant at the reject  of  the null hypothesis (no cointegration). The empirical results imply that all variables were used in modeling international tourism demand in India have cointegration with each other. Moreover ADF statistic indicates the rejection of the null hypothesis (no cointegration) at the 0.10 level of significance and PP statistic indicates that rejection of the null hypothesis (no cointegration) at the 0.05 level of significance as well as for more information of these methods test should look at  Kao(1990) and  Kao, Chiang and Chen (1999).

 5.3 The empirical results of estimating panel cointegration model 

   5.3.1 The empirical results of estimating panel cointegration model with all 

             country of international tourists arrival in India based on both OLS-

             estimator and DOLS-estimator  

Table 4 present the results of the long-run relationship of  the modeling international tourism demand in India based on OLS-estimator and DOLS-estimator (lnDit is          dependent variable). And the empirical results of the long-run tourism demand model for India’s ten international main tourist source countries (England, America, Canada, France, German, Japan, Malaysia, Australia, Singapore and Korea.), obtained by normalizing on visitor arrivals, are presented on table 4. All variables appear with both the correct sign and incorrect sing. Clearly, income of origin countries, travel costs of origin countries and  exchange of origin countries are influential in determining international visitor arrivals to India based on both OLS-estimator and DOLS-estimator. The results of all variable were used in this research impact on the international visitor arrivals to India during 2002(M1)-2006(M12) showed that.

In ten country as in long-run base on OLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of tourists from ten country arriving in India decreasing 0.003%. Otherwise when  LGDPit increasing 1%  then the number of tourists from ten country  arriving in India increasing 3.32% and when LPOit increasing 1%  then the number of tourists from ten country arriving in India increasing 0.55%.

In ten country as in long-run base on DOLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of tourists from ten country arriving in India decreasing 0.006%. Otherwise when  LGDPit increasing 1%  then the number of tourists from ten country  arriving in India increasing 4.43% and when LPOit increasing 1%  then the number of tourists from ten country arriving in India increasing 0.29%.
5.3.2 The empirical results of estimating panel cointegration model with each country of international tourists arrival in India based on OLS-estimator

Table 5 present the results of the long-run relationship of the modeling international tourism demand in India based on OLS-estimator by each country ( lnDi t is dependent            variable ). And the empirical results of the long-run tourism demand model for India’s ten international main tourist source countries (England, America, Canada, France, German, Japan, Malaysia, Australia, Singapore and Korea.), obtained by normalizing on visitor arrivals, are presented on table 5. Mostly all variables appear with both the correct sign and incorrect sing. Clearly, income of origin countries, travel costs of origin countries and exchange of origin countries are influential in determining international visitor arrivals to India based on OLS-estimator. The results of all variable were used in this research impact on the international visitor arrivals to India during 2002(M1)-2006(M12) showed that.

In United Kingdom as in long-run base on OLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of United Kingdom’s tourists arriving in India decreasing 1.10%. Otherwise when  LGDPit increasing 1%  then the number of United Kingdom’s tourists arriving in India increasing 0.22% and when LPOit increasing 1%  then the number of United Kingdom’s tourists arriving in India increasing 0.59%.
In America as in long-run base on OLS-estimator to estimating panel cointegration model suggested LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when  LGDPit increasing 1%  then the number of American tourists arriving in India increasing 0.16% and when LPOit increasing 1%  then the number of American tourists arriving in India increasing 0.67%.

In Canada as in long-run base on OLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of Canadian tourists arriving in India decreasing 1.102%. Otherwise when  LGDPit increasing 1%  then the number of Canadian tourists arriving in India increasing 0.039% and when LPOit increasing 1%  then the number of Canadian tourists arriving in India increasing 0.36%.
In France as in long-run base on OLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of France’s tourists arriving in India decreasing 1.103%. Otherwise when  LGDPit increasing 1%  then the number of France’s tourists arriving in India increasing 0.04% and when LPOit increasing 1%  then the number of France’s tourists arriving in India increasing 0.37%. 

In German as in long-run base on OLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of German’s tourists arriving in India decreasing 1.10%. Otherwise when  LGDPit increasing 1% then the number of German’s tourists arriving in India increasing 0.036% and when LPOit increasing 1%  then the number of German’s tourists arriving in India increasing 0.38%.

In Japan as in long-run base on OLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of Japanese tourists arriving in India decreasing 1.08%. Otherwise when  LGDPit increasing 1%  then the number of Japanese tourists arriving in India increasing 0.032% and when LPOit increasing 1% then the number of Japanese  tourists arriving in India increasing 0.07%.
In Malaysia as in long-run base on OLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of Malaysian tourists arriving in India decreasing 1.084%. Otherwise when  LGDPit increasing 1%  then the number of Malaysian tourists arriving in India increasing 0.028% and when LPOit increasing 1% then the number of Malaysian tourists arriving in India increasing 0.21%.
In Australia as in long-run base on OLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of Australian tourists arriving in India decreasing 1.11%. Otherwise when  LGDPit increasing 1%  then the number of Australian tourists arriving in India increasing 0.030% and when LPOit increasing 1%  then the number of Australian tourists arriving in India increasing 0.321%.

In Singapore as in long-run base on OLS-estimator to estimating panel cointegration model suggested that LEXit and LGDPit have negative impact on international tourist arrival to India excepted LPOit has positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of Singaporean tourists arriving in India decreasing 1.08% and when  LGDPit increasing 1%  then the number of Singaporean tourists arriving in India decreasing 0.008% .Otherwise when LPOit increasing 1%  then the number of Singaporean  tourists arriving in India increasing 0.20%.
And in Korea as in long-run base on OLS-estimator to estimating panel cointegration model suggested that LGDPit has negative impact on international tourist arrival to India excepted LEXit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LGDPit increasing 1 % then the number of Korean tourists arriving in India decreasing 0.07%. Otherwise when  LEXit increasing 1%  then the number of Korean tourists arriving in India increasing 1.104% and when LPOit increasing 1%  then the number of Korean tourists arriving in India increasing 0.15%.
5.3.3 The empirical results of estimating panel cointegration model with each country of international tourists arrival in India based on DOLS-estimator

Table 6 present the results of the long-run relationship of the modeling international tourism demand in India based on DOLS-estimator by each country ( lnDi t is dependent            variable). And the empirical results of the long-run tourism demand model for India’s ten international main tourist source countries (England, America, Canada, France, German, Japan, Malaysia, Australia, Singapore and Korea.), obtained by normalizing on visitor arrivals, are presented on table 6. All variables appear with both the correct sign and incorrect sing. Clearly, income of origin countries, travel costs of origin countries and exchange of origin countries are influential in determining international visitor arrivals to India based on DOLS-estimator. The results of all variable were used in this research impact on the international visitor arrivals to India during 2002(M1)-2006(M12) showed that.

In United Kingdom as in long-run base on DOLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of United Kingdom’s tourists arriving in India decreasing 0.70%. Otherwise when  LGDPit increasing 1%  then the number of United Kingdom’s tourists arriving in India increasing 0.95% and when LPOit increasing 1%  then the number of United Kingdom’s tourists arriving in India increasing 1.53%.
In America as in long-run base on DOLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of American tourists arriving in India decreasing 0.27%. Otherwise when  LGDPit increasing 1%  then the number of American tourists arriving in India increasing 0.39% and when LPOit increasing 1%  then the number of American  tourists arriving in India increasing 1.81%.
In Canada as in long-run base on DOLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of Canadian tourists arriving in India decreasing 0.76%. Otherwise when  LGDPit increasing 1%  then the number of Canadian tourists arriving in India increasing 0.56% and when LPOit increasing 1%  then the number of Canadian tourists arriving in India increasing 1.42%.
In France as in long-run base on DOLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of France’s tourists arriving in India decreasing 0.75%. Otherwise when  LGDPit increasing 1%  then the number of France’s tourists arriving in India increasing 0.45% and when LPOit increasing 1%  then the number of France’s tourists arriving in India increasing 1.46%. 

In German as in long-run base on DOLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of German’s tourists arriving in India decreasing 0.76%. Otherwise when  LGDPit increasing 1% then the number of German’s tourists arriving in India increasing 0.72% and when LPOit increasing 1%  then the number of German’s tourists arriving in India increasing 1.50%.

In Japan as in long-run base on DOLS-estimator to estimating panel cointegration model suggested that LEXit and LGDPit have negative impact on international tourist arrival to India excepted LPOit has positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of Japanese tourists arriving in India decreasing 0.21% and when LGDPit increasing 1%  then the number of Japanese tourists arriving in India decreasing 0.02% .Otherwise when LPOit increasing 1%  then the number of Japanese  tourists arriving in India increasing 0.24%.
In Malaysia as in long-run base on DOLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of Malaysian tourists arriving in India decreasing 0.62%. Otherwise when  LGDPit increasing 1%  then the number of Malaysian tourists arriving in India increasing 0.06% and when LPOit increasing 1% then the number of Malaysian tourists arriving in India increasing 0.96%.
In Australia as in long-run base on DOLS-estimator to estimating panel cointegration model suggested that LEXit has negative impact on international tourist arrival to India excepted LGDPit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of Australian tourists arriving in India decreasing 0.81%. Otherwise when  LGDPit increasing 1%  then the number of Australian tourists arriving in India increasing 0.02% and when LPOit increasing 1%  then the number of Australian tourists arriving in India increasing 1.67%.

In Singapore as in long-run base on OLS-estimator to estimating panel cointegration model suggested that LEXit and LGDPit have negative impact on international tourist arrival to India excepted LPOit has positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LEXit increasing 1 % then the number of Singaporean tourists arriving in India decreasing 0.72% and when  LGDPit increasing 1%  then the number of Singaporean tourists arriving in India decreasing 0.09% .Otherwise when LPOit increasing 1%  then the number of Singaporean  tourists arriving in India increasing 1.17%.
And in Korea as in long-run base on OLS-estimator to estimating panel cointegration model suggested that LGDPit, LEXit and LPOit have positive impact on international tourist arrivals to India. The empirical results imply that in long-run when LGDPit increasing 1 % then the number of Korean tourists arriving in India increasing 0.83%. when  LEXit increasing 1%  then the number of Korean tourists arriving in India increasing 0.78% and when LPOit increasing 1%  then the number of Korean tourists arriving in India increasing 0.96%.            

6. The conclusions of research and policy recommendations 

This paper was motivated by the need for empirical analysis of international tourist behavior arriving in India and an analysis of the determinants of India’s international tourism demand from its ten main source markets, England, America, Canada, France, German, Japan, Malaysia, Australia, Singapore and Korea. In this article, five standard panel unit root test were used test for all variables. Namely, Levin, Lin and Chu(2002), Breitung(2000), Im, Pesaran and Shin(2003), Fisher-Type test using ADF and PP-test (Maddala and Wu(1999) and Choi(2001)) and Hadri(1999). And in this article were used panel cointegration test base on both ADF-statistics and PP-statistics as well as these test have been suggested by Kao(1990) and  Kao, Chiang and Chen (1999). Furthermore in this article both OLS-estimator and DOLS-estimator were used to investigate long-run equilibrium relationships between the number of international tourists arriving tin India with economics variables. These methods were suggested by Pedroni(2000,2001). The economic variables such as the GDP of major countries of international tourists coming to India, the world price of kerosene-type jet fuel and exchange rate of India compared with that of the countries of origin of international tourists. 

       The conclusion of the research and policy recommendations has There are three important conclusions and recommendations that emerge from the empirical analysis of the research. First, a 1% increase in income (GDP) in the long-run in main source markets(England, America, Canada, France, German, Japan, Malaysia, Australia, Singapore and Korea) leads to an increase in international visitor traveling to India by 3.32% to 4.43% respectively. This result is consistent with economic theory and the this result was similar with the results of previous empirical studies of tourist demand (Lim & McAleer(2003), Kafono & Gounder(2004) and Narayan(2004) and Parsert, N. Rangaswamy and Chukiat,(2006). The long-run result for India’s international tourism demand implies that India received increased international visitors with a growth in income (GDP) in major markets during that period. If this can be generalized for future years, then it argues well for the continued development of the India tourism industry. 

Secondly, a 1% increase in transportation costs (price of jet fuel) in the long-run in major source markets (England, America, Canada, France, German, Japan, Malaysia, Australia, Singapore and Korea) leads to increased international tourist arrivals from those countries in India by 0.29% to 0.55%, respectively. This result is not consistent with economic theory and this result was similar with the results of previous empirical studies of tourism demand (Parsert, N. Rangaswamy and Chukiat,(2006)). If a  generalization can be made for future years, then it suggests that the India government should increase the number of airport in tourism place of India and India government should increase the number of airlines departure to tourism place of India. 

Thirdly, in the long-run the exchange rate is an important determiner of international tourist’s behavior and a 1% increase in the value of the exchange rate of India against the currency of the major tourist markets(England, America, Canada, France, German, Japan, Malaysia, Australia, Singapore and Korea) leads to a decrease in international visitor arrivals from theses countries to India by 0.003% to 0.006%, respectively. This results is consistent with economic theory and it suggests that the Reserve bank of India should be careful when using any policy that impacts on India currency because when the India currency is very strong, it not only negatively impacts on export goods and services (Anderson and Garcia(1989), Pick(1990), Chukiat(2003)) but it also decreases international visitor arrivals to India (Lim & McAleer(2003) and Parsert, N. Rangaswamy and Chukiat,(2006)).  
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Table 1:  Results of panel unit root tests based on 5 method tests for all variables 

From: computed 

	Method test
	Test statistic
	Significance level for rejection

	Null : unit root (assumes common unit root process)

Levin,Lin and Chu(2002) t*- Statistics

1. lnDi t
2. lnGDPi t
3. lnPO i t
4. lnER i t
Breitung(2000)  t*-Statistics

1. lnDi t
2. lnGDPi t
3. lnPO i t
4. lnER i t
Null : unit root (assumes individual unit root process)

Lm, Pesaran and Shin(2003) W-Statistics

1. lnDi t
2. lnGDPi t
3. lnPO i t
4. lnER i t
Maddala and Wu(1999) and Choi(2001) 

ADF-Fisher Chi-square

1. lnDi t
2. lnGDPi t
3. lnPO i t
4. lnER i t
PP-Fisher Chi-square

1. lnDi t
2. lnGDPi t
3. lnPO i t
4. lnER i t
Null : unit root (assumes common unit root process)

Hadri (1999)  Z-Statistics 

1. lnDi t
2. lnGDPi t
3. lnPO i t
4. lnER i t

	-2.52*

-3.80*

-9.27*

-17.11*

2.25

-4.25*

4.50

1.03

1.36

1.03

-0.73

-1.12

5.71

7.36

22.18

23.43

9.23

10.57

45.28*

43.28*

7.48*

32.79*

29.36*

32.79*


	0.005

0.000

0.000

0.000

0.988

0.000

-

0.850

0.913

0.850

0.229

0.130

0.999

0.995

0.330

0.260

0.980

0.956

0.001

0.001

0.000

0.000

0.000

0.000


- A * indicates the rejection of the null hypothesis of non-stationary (Levin, Lin and Chu(2002), Breitung(2000), Im, Pesaran and Shin(2003), Fisher-Type test using ADF and PP-test (Maddala and Wu(1999) and Choi(2001)) or stationary (Hadri(1999)) at least at the 10 percent level of significance. 

Table 2:  Results of panel unit root tests based on 5 method tests for all variables 

                 after first differencing or second differencing into these variables.

From : computed 

	Method test
	Test statistic
	Significance level for rejection

	Null : unit root (assumes common unit root process)

Levin,Lin and Chu(2002) t*- Statistics

1. lnDi t
2. lnGDPi t
3. lnPO i t
4. lnER i t
Breitung(2000)  t*-Statistics

1. lnDi t
2. lnGDPi t
3. lnPO i t
4. lnER i t
Null : unit root (assumes individual unit root process)

Lm, Pesaran and Shin(2003) W-Statistics

1. lnDi t
2. lnGDPi t
3. lnPO i t
4. lnER i t
Maddala and Wu(1999) and Choi(2001) 

ADF-Fisher Chi-square

1. lnDi t
2. lnGDPi t
3. lnPO i t
4. lnER i t
PP-Fisher Chi-square

1. lnDi t
2. lnGDPi t
3. lnPO i t
4. lnER i t
Null : unit root (assumes individual unit root process)

Hadri (1999)  Z-Statistics 

1. lnDi t
2. lnGDPi t
3. lnPO i t
4. lnER i t

	-24.09*

-3.76*

-6.97*

-14.94*

-2.12*

0.14

-1.36*

1.13

-1.162*

-2.154*

-4.154*

-5.154*

60.73*

13.31

32.09*

32.30*

60.73*

12.78

47.34*

44.37*

7.07*

3.45*

5.07*

6.009*


	0.000

0.000

0.000

0.000

0.016

0.557

0.085

0.871

0.000

0.000

0.000

0.000

0.000

0.863

0.042

0.040

0.000

0.886

0.000

0.000

0.000

0.000

0.000

0.000




- A * indicates the rejection of the null hypothesis of non-stationary (Levin, Lin and Chu(2002), Breitung(2000), Im, Pesaran and Shin(2003), Fisher-Type test using ADF and PP-test (Maddala and Wu(1999) and Choi(2001)) or stationary (Hadri(1999)) at least at the 10 percent level of significance. 

Table 3:  Results of panel cointegration test of  the modeling international tourism 

                demand in India based on ADF statistic and PP statistic.  

        From : computed

	Test Name
	Test statistic
	Significance level for rejection of the null hypothesis 

(no cointegration )

	1. ADF-statistic

2. PP-statistic


	-1.24*

-1.61**
	0.106

0.050


 A * indicates  the  rejection of the null hypothesis (no cointegartion ) at lest the 0.10 level of significance and  a **  indicates  the  rejection of the null hypothesis (no cointegartion ) at lest the 0.05 level of significance.

Table 4:  Results of the long-run relationship of  the modeling international tourism 

           demand in India based on OLS estimator and DOLS estimator( lnDi t is 

           dependent variable )  

       From : computed

	Variables


	OLS estimator
	DOLS estimator

	1. lnGDPi t

	3.32***

                (10.41)
	4.43***

                (5.25)



	2. lnPO i t

	               - 0.003*

                (10.41)
	               - 0.006*

                 (10.41)



	3. lnER i t

	0.55***

                (12.32)
	0.29***

                (13.17)




Note : estimates refer to (fixed-effects) long-run elasticity of  output with respect to the relevant regression.  T-ratios are in parenthesis and a * denotes statistical significance at the 10 percent level and   a ** denotes statistical significance at the 5 percent level and a *** denotes statistical significance at the 1 percent level. NT=50 for 2002-2006.  

Table 5:  Results of the long-run relationship of  the modeling international tourism 

           demand in India based on OLS estimator by each country ( lnDi t is dependent 

           variable )  

From : computed
	Variable
	English
	America
	Canada
	France
	German
	Japan
	Malaysia
	Australia
	Singapore
	Korea

	lnGDPi t

	0.22***

(13.84)


	0.16***

(33.44)


	0.039***

(3.48)


	0.04***

(4.72)


	0.036***

(2.45)


	0.032**

(24.11)


	0.028***

(32.53)


	0.030***

(115.89)


	-0.008***

   (-3.59)


	-0.07***

 (-3.61)



	lnPO i t

	0.59***

(17.61)


	0.67***

(16.60)


	0.36***

(9.66)


	0.37***

(9.67)


	0.38***

(9.70)


	0.07***

(7.32)


	0.21***

  (8.18)


	0.321***

   (8.08)


	0.20***

   (5.83)


	0.15***

 (6.20)



	lnER i t

	-1.10***

 (-2.67)


	   -0.21
 (-0.37)


	-1.11***

 (-2.62)


	-1.00***

 (-2.63)


	-1.10***

 (-2.62)


	-1.08***

(-2.50)


	-1.02***

   (-2.55)


	-1.11***

   (-2.63)


	-1.08***

   (-2.59)


	1.10***

 (2..62)




Note : estimates refer to long-run elasticity of  output with respect to the relevant regression.  T-ratios are in parenthesis and a * denotes statistical significance at the 10 percent level and   a ** denotes statistical significance at the 5 percent level and a *** denotes statistical significance at the 1 percent level. NT=50 for 2002-2006.  

Table 6:  Results of the long-run relationship of  the modeling international tourism 

          demand in India based on  DOLS estimator by each country (lnDi t is dependent 

           variable)  
From : computed
	Variable
	English
	America
	Canada
	France
	German
	Japan
	Malaysia
	Australia
	Singapore
	Korea

	lnGDPi t

	0.95***

 (96.74)


	0.39***

 (50.53)


	0.56***

 (60.57)


	 0.45***

(53.93)


	0.72***

(5.436)


	-0.02***

(-4.16)


	0.06***

   (8.66)


	0.02***

  (3.40)


	0.09***

  (13.65)


	0.83***

 (158.71)



	lnPO i t

	 1.53***

  (19.25)


	 1.81***

 (20.98)


	1.42***

 (17.31)


	1.46***

(17.00)


	1.50***

(17.00)


	0.24***

(4.84)


	0.96***

   (13.56)


	1.67***

   (17.52)


	1.17***

   (14.82)


	0.96***

  (29.59)



	lnER i t

	-0.70***

(-12.28)


	-0.27***

(-4.28)


	-0.76***

(-13.45)


	-0.75***

 (-13.3)


	 -0.76***

   (13.10)


	-0.21***

(-3.60)


	-0.62***

  (-10.82)


	 -0.81***

   (-14.39)


	-0.72***

 (-12.77)


	0.78***

 (13.77)




Note : estimates refer to long-run elasticity of  output with respect to the relevant regression.  T-ratios are in parenthesis and a * denotes statistical significance at the 10 percent level and  a ** denotes statistical significance at the 5 percent level and a *** denotes statistical significance at the 1 percent level. NT=50 for 2002-2006.  

Appendix A.

Stage of penal unit root test and penal cointegration test apply to estimating panel cointegration model.
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 SHAPE  \* MERGEFORMAT 
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Source from : Harris and Sollis(2006) and modified by Chukiat(2007)
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No : Unit root





Yes : Unit root








Panel unit root test


1. Levin, Lin and Chu(2002) 


2. Breitung(2000)                                                                                   


3. Im, Pesaran and Shin(2003)


4. Maddala and Wu(1999) and 


    Choi(2001))


5.  Hadri(1999). 








Panel data





Non -stationary





first differencing or second differencing 





Yes





No





Panel cointegration test


Kao(1999)


Pedronic(1995,1999)


McCoskey and Kao(1998)





Estimating panel cointegration model


Pedronic(2000,2001) [OLS,FMOLS and DOLS]


Chiang and Kao(2000,2002)[FMOLS,OLS]


Breitung(2002) [VECM]





No cointegration in panel








