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Abstracts

Since the collapse of Bretton Woods Agreement in 1973, all countries in the world started to accept flexible exchange rates. It is possible that the exchange rate, the value of domestic currency against foreign currency, often moves drastically because of the demand and (or) supply side in the foreign exchange market, which will affect firms’ profit when firms involve international business activities. Therefore, how to predict future exchange rate correctly is an important mission for multinational corporations.

In this study, the Autoregressive Integrated Moving Average (ARIMA) is used to predict short-term exchange rate. In addition, due to the rapid advancement of computer technology, this study also uses Genetic Algorithm (GA) and Back-Propagation Network (BPN) in order to see whether they can help raise predictive power of traditional time series model as suggested by Hu et al. (1999). By analyzing their precision and validity, this study can find which model, traditional time series or hybrid models, time series model in combination with BPN (called ARBPN) or with GA (called ARGA), is the best. The empirical results show that except for pound against US dollar ARGA is better than ARIMA and except for POUND and SF against US dollar ARGA is better than BPN in predictive power based on MAPE. But ARIMA model is not better than BPN except for YEN against US dollar when MAPE is used to measure precision of each model. However, the validity in predicting moving direction of the future exchange rate for ARBPN model is better than that for ARIMA model, although not significantly. In addition, the results show that at significant level 10%, the validity of ARGA model is higher than that of ARBPN model.
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1.  Introduction

Since the collapse of Bretton Woods Agreement in 1973, all countries in the world started to accept flexible exchange rates. Therefore, exchange rate often moves more drastically than before. How to predict future exchange rate correctly is thus an important mission for multinational corporations.

This study mainly focuses in forecasting short term exchange rate. The traditional Box-Jenkins Autoregressive Integrated Moving Average (ARIMA) is used to predict short-term exchange rate. Considering rapid advancement of computer technology, this study also use hybrid model by combining ARIMA with Genetic Algorithm (called ARGA) or with Back-Propagation Network (called ARBPN) in order to see whether they can help raise predictive power of traditional time series model as suggested by Hu et al. (1999).

The Autoregressive Integrated Moving Average (ARIMA) model considers that the future movement of time series might be affected by its past performance and then analyst can predict the future exchange rates based on the influence of its past exchange rate.

The Back-Propagation Network (BPN), one of Artificial Neural Network, is used in this study because Borisov and Pavlov (1995) find BPN performed the best among two neural net work models and two exponential smoothing models. It is a simple simulation of a creature neuron and it can get information from external environment or other neurons and export its result to the external environment or other neurons. The Back- Propagation Network (BPN) doesn’t need any assumption, which fits the real world better. As to Genetic Algorithms (GA), they simulate the naturally progressive rules, choose the better parents of species and exchange the genetic data of each other randomly in order to produce the better offspring and finally get the global optimum (Holland, 1975).
This study uses four exchange rats including Yen/Dollar, Pound/Dollar, Swiss Franc/Dollar and NT/Dollar. The daily data cover the period from 1990 to 2001. Considering mixed results of previous studies which may result from differences across time periods and the number of observations in training sample, we utilize a moving cross-validation scheme as suggested by Hu et al. (1999). First, a “moving” cross-validation method with 12 test sets is utilized. This walk-forward testing procedure uses training set based on each year excluding the last two weeks and uses test sets based on the last two weeks of each year. The length of the in-sample period is the same across the 12 training sets. We use each year from 1990~2001 as the in-sample period and last two weeks of each year for the test period. Daily observations for each year from 1990 through 2001 are used as in-sample data in the first validation set. One-step-ahead predictions are made for a period of 10 days (last two weeks of each year). This cross-validation procedure may allow us to see which model, ARIMA, ARGA or ARBPN can adapt to the changing condition of the market quickly. Results from the cross-validation analysis will provide valuable insights on the reliability or robustness of each model with respect to sampling variation. A “moving” validation scheme with moving windows of fixed length provides an opportunity to investigate the effect of structural changes in a series on the performance of each model. The sample period is divided into 12 in-sample periods in order to examine the predictive power and validity of the predicted changing direction of the future exchange rate for each model. The procedure of rolling Regression is used to forecast the exchange rate. Finally, the Mean Absolute Percentage Error (MAPE) is used to measure the accuracy and the paired t test is used to evaluate the performance of predictive power and validity of chosen models.
2 Literatures Review

2.1 Literatures review about Back Propagation network

Artificial neural network is an information system which imitates biological neural network. There are many different kinds of artificial neural network, but the most common used one is Back-Propagation network (BPN). BPN can minimizes Energy function to supervise the adjustment of weighted values in network learning process and set up network structure which can translate an input value into a presumed output value very close to a real output value (Borisov and Pavlov, 1995). Therefore, in this study, BPN is used to forecast exchange rate.

Borisov and Pavlov (1995) applied neural networks to forecast the Russian ruble exchange rate. Two neural network models and two exponential smoothing models are used to predict the exchange rate. A backpropagation-based neural network performs the best in all cases although it consumes more time to get the results. Wu (1995) compares neural networks and ARIMA models in forecasting the Taiwan/U.S. dollar exchange rate and finds Neural networks perform significantly better than the best ARIMA models in both one-step-ahead and six-step-ahead forecasting. Zhang and Hutchinson (1994) forecast the direction of change in exchange rate by employing a coding system of +1 (appreciation), -1 (depreciation), and 0 (no change). They find mixed results for neural networks in comparison with those from the random walk model. Verkooijen (1996) reports the results for U.S. dollar/Deutsche mark exchange rate forecasting by using neural networks and linear models. Using monthly data, he finds that the neural network perform closely to the linear models in out-of-sample forecasting. However, neural networks are better than linear models and random walk models in terms of the percentage of correctly predicted signs. Hann and Steurer (1996) compare neural network models with linear monetary models in forecasting the U.S. dollar/Deutsch mark exchange rate. Based on the out-of-sample results, they find that for weekly data but not for monthly data, neural networks are much better than linear models, which might result from the fact that weekly data contain nonlinearities whereas monthly data do not. The mixed results about the performance of the neural network 

based on out-of-sample might be due to several possible explanations.

One reason is likely to be a result of variation in the time frame and the number of observations used. The other reason might be due to the Differences in the length of forecast horizon. Also different measures such as absolute and relative performance are used, which might be another reason explaining the mixed results found in previous studies.
2.2 Literatures review about Genetic Algorithm

Genetic Algorithms (GA) proposed by Holland(1975) are the best seeking mechanism during natural choosing process. Basic spirit of GA is to simulate the natural progressive rule of biosphere. It can choose parents which have better characteristics among all species and interchange randomly mutual genetic information so as to product better offspring than its parents. The above process will be repeated continuously in order to product the best species.

Neely et al. (1997) use GA to seek for the best technical analysis. They adopted DM/JPY, pound/Swiss franc, U.S. dollar/DM, U.S. dollar/JPY, U.S. dollar/Swiss franc and U.S. dollar/pound with data of 1981 to 1995. The result was that the strategy acquired by using GA had better performance in most foreign currency market.

Neely and Weller (2002) adopt exchange rates such as U.S. dollar/DM and U.S. dollar/JPY with GA,GARCH and RiskMetrics model to predict the volatility of foreign currency markets. The judgment standards were MSE, MAE and R2. The result showed that GA had better performance than GARCH and RiskMetrics.

Leigh et al. (2002) compare neural network configuration found by the genetic algorithm’s search with neural network in predicting exchange rates using data of 1981 to 1997. The procedure of the neural network configuration found by GA’s search model is that first, they used GA in order to lessen the input variables and then used the remaining variables as input variables of neural network. Their result showed that the performance of the neural network configuration found by GA’s search model was better than that of neural network model.

3. Data and Methodology
In this study, Three models including the Autoregressive Integrated Moving Average (ARIMA ), ARIMA combining with Back Propagation network (called ARBPN) and ARIMA combining with Genetic Algorithms (called ARGA) are used to forecast the futures exchange rate. We focus on one-step-ahead forecasts as in Diebold and Nason (1990). The exchange rate values are forecasted one step ahead of time and the actual rather than the forecasted values are then used for the next prediction in a forecasting horizon (see figure 1 for a schematic diagram). One-step-ahead forecasting is useful for evaluating the robustness of a forecasting technique.
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3.1 Autoregressive Integrated Moving Average (ARIMA)

ARIMA, proposed by Box and Jenkins in 1970, is a forecasting model of time series. A complete ARIMA model includes 3 parts, Autoregressive terms (AR), Integrated (I) and Moving average terms (MA). When analyzing time series of a set of data, this study uses Box-Jenkins method to get p, d and q, which includes three steps: Identification, Estimation and Diagnosis.

A. Identification: This step is to estimate a model which data set are likely to be and to decide the number of p, d and q. At first, this study tests whether data set is stationary or not. If not, this study should take difference (starting from first order difference) of the data set until the data set becomes stationary. The order of integrated degree, d, is regarded as 1 if the nonstationary series become stationary after first order difference. Two Unit Root tests, DF and ADF, proposed by Engle and Yoo (1987) are used to test whether the data is stationary or not. This study uses q as the lag period of moving average of error term and uses p as the lag period of autocorrelation and uses ACF and PACF charts to seek for the order of p and q.

B. Estimation: After deciding the order of p and q, parameters are then estimated by using MLE method.

C. Diagnostic Checking: After identification and estimation, this study continues to check whether the error terms still have serial correlations. If not, ARIMA model is desirable and can be used to  predict exchange rates. On the contrary, the model should be re-estimated. This research uses Q statistic proposed by Box and Pierce (1970) to check whether the error terms of this model fit white noise. If Q > Xα, then the model is not desirable and should be re-estimated; otherwise, the model is accurate and can be used to predict future exchange rates.

3.2 Back-Propagation Network

Artificial neural network uses large but simple inter-connected neurons to simulate the ability of the organism neural network. An artificial neuron receives and calculates the data which it collected from other artificial neurons or external environment and then outputs results to other artificial neurons or external environment. The fundamental factors of an artificial neural network are processing element, layer, network connection, network, which are introduced as follows.


[image: image2]
Feed-forward neural network with back-propagation learning is the most conventional sort of neural network. The feed-forward neural network computes input-to-output mappings on the basis of calculations occurring in a system of interconnected nodes, arranged in the form of layers. The output of each node is calculated as a nonlinear function of the weighted sum of inputs from the nodes in a layer which precedes it in computation order. Back-propagation employs a gradient-descent search method to find weights that minimize the global error from the error function. The error signal from the error function is propagated back through the network from output layers to make adjustments on connection weights that are proportional to the error. The process limits overreaction to any single and potentially inconsistent data item by making small shifts in the weights. 

In this study, Back-Propagation Network (BPN) with 1 hidden layer was applied. The TanH function is the appropriate transfer function because its value range is from -1 to 1 as suggested by Coakley and Brown (1999). In addition, the Norm-Cum Delta Rule is adopted as learning rule. 
3.3 The Genetic Algorithms Model

GA are invented by Holland (1975) to mimic some of the processes of natural evolution and selection. GA are implementations of various search paradigms inspired by natural evolution.

GA involves a two-step process. It starts with a current population. Selection is applied to the current population to create an intermediate population. The next population is a result of genetic manipulation through crossover and mutation. The process of going from the current population to the next population represents a generation execution of GA. Crossover occurs when there is an exchange of genes between chromosomes. Mutation consists of randomly replacing some of the chromosomes' genes with genes that are not represented in the chromosomes and its role is to restore the lost genetic material. The chromosomes are evaluated after each cycle using the fitness function. Generation of new populations is repeated until a satisfactory solution is identified, or a specific termination criterion is met.  


The GA consist of the following main components:

(1) Chromosomal representation. 

Each chromosome stands for a legal solution to the problem and is composed of a string of genes. The Binary alphabet {0,1} is often used to represent these genes, but sometimes integers or real number are used according to the application. 


(2) Initial population. 

Initial population can be created randomly or by using specialized problem-specific information. From empirical studies over a wide range of function optimization problems, a population size of between 30 and 100 is usually recommended.

(3) Fitness evaluation.


Chromosomes are tested for suitability in order to satisfy the fitness function. As the algorithm proceeds, we would expect the individual fitness of the “best” chromosome to increase as well as the total fitness of the population as a whole. 

The fitness function in this study is set by minimizing MAPE (Mean Absolute Percentage Error) as follows: 
    
Min MAPE =
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 is the t-th period predicted exchange rate

            St is the t-th period exchange rate.

            N is number of sample
(4) Selection.

It is necessary to select a chromosome from the current population for reproduction. If the size of the population is 2n and n is some positive integer value, through the selection procedure two parent chromosomes are picked to produce two offspring for a new population based on their fitness values. The higher the fitness value is the higher probability of that chromosome being selected for reproduction.

(5) Cross-over and mutation.

Once a pair of chromosomes have been selected, cross-over can take place to produce offspring. A cross-over probability of 1.0 indicates that all selected chromosomes are used in reproduction. The empirical studies have shown that better results are achieved by a cross-over probability between 0.65 and 0.85. If only the cross-over operator is used to produce offspring, one potential problem may arise. The problem is that if all the chromosomes in the initial population have the same value at a particular position, then all future offspring will have this same value at that position. To combat this undesirable situation, a mutation operator is used. This attempts to introduce some random alteration of the genes. The cross-over probability is 0.9 and the mutation probability is 0.05 in this study.
Procedures mentioned above complete one cycle of GA and are repeated until either an optimal, or suitable suboptimal has been found or the maximum number of generations has been exceeded.

3.4 The t Test

Except using MAPE to examine forecasting performance, this study also uses the t test instead of the Z test to examine whether overall forecasting  performance of one model is better than that of the other model over 12 test periods. The null and alternative hypotheses are as below:

 H0：MAPE of model 1 is not significantly different from that of model 2

H1：MAPE of model 1 is significantly different from that of model 2

In addition, this study also uses the t test to examine the validity of each model in predicting the direction of future exchange rate over 12 test periods. The null hypothesis and alternative hypothesis are as below：

H0：There is no significantly different between two models in predicting the direction of future exchange rate

H1：There is significantly different between two models in predicting the direction of future exchange rate

4.  Empirical Results

To evaluate the predictive power and the validity in predicting the direction of future exchange rate among three models, ARIMA, Genetic algorithms (GA) and Artificial neural network (ANN), we first introduce the data source and disposal process as follows.

Table 1 Data source and disposal process 

	Exchange Rate
	Data Source
	Out-of-the sample Period

	NT/USD
	AREMOS
	The last 10 days of each year

	YEN/USD
	Board of Governors of the Federal Reserve System
	The last 10 days of each year

	POUND/USD
	Board of Governors of the Federal Reserve System
	The last 10 days of each year

	SF*/USD
	Board of Governors of the Federal Reserve System
	The last 10 days of each year


*SF is Swiss Franc.

4.1  The ARIMA model

When building up ARIMA (p,d,q) model, this study has to confirm whether the time series is stationary or not at first. If not, it should take difference of the time series until it becomes stationary. In order to avoid overdifferencing problem, it also uses two Unit Root test(called DF and ADF) proposed by Engle and Yoo (1987) to examine the stationarity of the exchange rates.

All exchange rates are stationary after taking first order difference.

After checking DF and ADF, this study also uses ACF and PACF to find out p and d of ARIMA (p,d,q). The ARIMA models of each exchange rate for each year are listed in table 2.

4.2 The predicting results of ARIMA,  ARIMA in combination with Genetic Algorithms (called ARGA) and Back-propagation Network (called ARBPN) 
This study finds that when out-of-the-sample of 10, 20 and 40 days are examined, 10 days out-of-the-sample can have the best forecasting results, which is similar as the findings by Hu et al. (1999) that the longer the forecast horizon is, the worse the chosen models perform. This study thus use 10 days out-of-the-sample. The MAPE results using the chosen ARIMA models for each year from 1990 to 2002 are listed in table3. 

Table 2 ARIMA(p,d,q) model of exchange rates

	
	NT/USD
	YEN/USD
	POUND/USD
	SF/USD

	1990
	Random walk
	Random walk
	(1,1,0)
	Random walk

	1991
	(1,1,0)
	Random walk
	Random walk
	Random walk

	1992
	Random walk
	Random walk
	(1,1,0)
	Random walk

	1993
	(1,1,0)
	Random walk
	Random walk
	Random walk

	1994
	Random walk
	(2,1,0)
	Random walk
	Random walk

	1995
	(1,1,0)
	Random walk
	(2,1,0)
	Random walk

	1996
	(2,1,0)
	Random walk
	Random walk
	Random walk

	1997
	(2,1,0)
	Random walk
	Random walk
	Random walk

	1998
	(1,1,0)
	Random walk
	(2,1,0)
	Random walk

	1999
	Random walk
	Random walk
	Random walk
	Random walk

	2000
	(2,1,0)
	Random walk
	(2,1,0)
	Random walk

	2001
	Random walk
	Random walk
	Random walk
	Random walk


Note: SF is Swiss Franc

Table 3 MAPE of ARIMA

	period
	NT/US
	POUND/US
	SF/US
	YEN/US

	1990
	0.04  
	0.73
	0.70
	0.41

	1991
	0.02
	0.50
	0.63
	0.49

	1992
	0.03
	0.38
	0.53
	0.23

	1993
	0.13
	0.42
	0.71
	0.33

	1994
	0.13
	0.28
	0.33
	0.20

	1995
	0.05
	0.44
	0.35
	0.34

	1996
	0.02
	0.54
	0.43
	0.32

	1997
	0.28
	0.47
	0.46
	0.67

	1998
	0.04
	0.26
	0.55
	0.58

	1999
	0.08
	0.21
	0.34
	0.46

	2000
	0.09
	0.45
	0.78
	0.38

	2001
	0.07
	0.37
	0.61
	0.36

	AVG
	0.0817
	0.4208
	0.5350
	0.3975


Note: SF is Swiss Franc, unit:%

Then, using the parameter of chosen ARIMA model of each year for each exchange rate, we continue using GA (called ARGA) and BPN (called ARBPN) models to forecast future exchange rate to see if the predictive power can be raised up or not. The results of GA and ANN are listed in table 4 and table 5 respectively.

Table 4 MAPE of ARGA
	
	NT/US
	POUND/US
	SF/US
	YEN/US

	1990
	0.05
	0.71
	0.70
	0.38

	1991
	0.02
	0.49
	0.62
	0.46

	1992
	0.03
	0.41
	0.43
	0.23

	1993
	0.13
	0.41
	0.69
	0.33

	1994
	0.13
	0.28
	0.33
	0.19

	1995
	0.03
	0.43
	0.34
	0.33

	1996
	0.02
	0.53
	0.41
	0.33

	1997
	0.22
	0.47
	0.45
	0.66

	1998
	0.04
	0.25
	0.55
	0.57

	1999
	0.08
	0.21
	0.33
	0.43

	2000
	0.07
	0.44
	0.75
	0.36

	2001
	0.06
	0.37
	0.59
	0.26

	AVG
	0.0733
	0.4167
	0.5158
	0.3775


Note: SF is Swiss Franc, unit:%

Table 5 MAPE of ARBPN

	
	NT/US
	POUND/US
	SF/US
	YEN/US

	1990
	0.06
	0.77
	0.77
	0.69

	1991
	0.01
	0.50
	0.66
	0.59

	1992
	0.05
	0.62
	0.34
	0.26

	1993
	0.17
	0.41
	0.70
	0.37

	1994
	0.13
	0.30
	0.34
	0.15

	1995
	0.03
	0.37
	0.34
	0.43

	1996
	0.02
	0.52
	0.52
	0.33

	1997
	0.18
	0.47
	0.45
	0.73

	1998
	0.13
	0.23
	0.53
	0.65

	1999
	0.12
	0.21
	0.44
	0.62

	2000
	0.13
	0.50
	0.77
	0.60

	2001
	0.12
	0.35
	0.58
	0.57

	AVG
	0.0958
	0.4375
	0.5367
	0.4992


Note: SF is Swiss Franc, unit:%

To examine whether there exists significant difference among ARIMA, ARGA and ARBPN in predictive power, we use paired t test. The results in table 6 indicate that except for two exchange rates, NT/US and POUND/US, ARGA has higher predictive power than ARIMA in other two exchange rates, SF/US and YEN/US.
Table 6 The Paired t test of ARIMA and ARGA
	
	NT/US
	POUND/US
	SF/US
	YEN/US

	t
	1.5600*
	1.1639
	2.4480**
	2.4494**


Note: **significance at 5%, *significance at 10%

Based on the results in table 7, we find that except for the exchange rate, YEN/US, the predictive power of ARBPN is not much different from that of ARIMA.

Table 7 The Paired t test of ARIMA and ARBPN
	
	NT/US
	POUND/US
	SF/US
	YEN/US

	t
	-0.0443
	-0.7483
	-0.0770
	-1.5304*


Note: **significance at 5%, *significance at 10%

We further compare the MAPE of ARGA to that of ARBPN for each exchange rate and find that except for two exchange rates, NT/US and YEN/US, ARGA perform significantly better than ARBPN in predictive power for the other two exchange rates as listed in table 8.

Table 4-8 The Paired t test of ARGA and ARBPN
	
	NT/US
	POUND/US
	SF/US
	YEN/US

	t
	2.1375**
	1.0589
	1.2850
	3.6024**


Note: **significance at 5%, *significance at 10%

Overall, ARGA performs the best in predictive power for the four chosen exchange rates, especially for the two exchange rates NT/US and YEN/US.
(2)Validity

Since higher performance in the prediction about the direction of future exchange rate is more important than higher performance in   predictive accuracy of future exchange rate, this study list the results in table 9 for ARIMA, table 10 for GA and table 11 for ANN to see whether the predicted direction of the future exchange rate is the same as the true one. 

Table 9 Validity of ARIMA model

	
	NT/US
	POUND/US
	SF/US
	YEN/US

	1990
	*
	50%
	*
	*

	1991
	**
	*
	*
	*

	1992
	*
	70%
	*
	*

	1993
	40%
	*
	*
	*

	1994
	*
	*
	*
	60%

	1995
	10%
	40%
	*
	*

	1996
	20%
	*
	*
	*

	1997
	50%
	*
	*
	*

	1998
	40%
	60%
	*
	*

	1999
	*
	*
	*
	*

	2000
	50%
	40%
	*
	*

	2001
	*
	*
	*
	*

	AVG
	35%
	52%
	*
	***


         Note: * random walk model is not predictable.


    
        ** There is no change in actual exchange rate for last two weeks.
                *** We do not calculate AVG since only one year can be estimated 

Table 10 Validity of Genetic Algorithm model

	
	NT/US
	POUND/US
	SF/US
	YEN/US

	1990
	30%
	70%
	60%
	70%

	1991
	**
	60%
	80%
	70%

	1992
	40%
	80%
	90%
	70%

	1993
	50%
	60%
	60%
	40%

	1994
	60%
	60%
	60%
	60%

	1995
	50%
	60%
	60%
	70%

	1996
	50%
	70%
	70%
	60%

	1997
	70%
	50%
	60%
	60%

	1998
	40%
	70%
	50%
	60%

	1999
	60%
	50%
	60%
	60%

	2000
	60%
	60%
	60%
	70%

	2001
	60%
	50%
	60%
	80%

	AVG
	51.82%
	61.67%
	64.17%
	64.17%


Note** There is no change in exchange rate for last two weeks

Table 11 Validity of BPN model

	
	NT/US
	POUND/US
	SF/US
	YEN/US

	1990
	30%
	50%
	60%
	20%

	1991
	**
	70%
	50%
	30%

	1992
	40%
	60%
	90%
	40%

	1993
	40%
	60%
	60%
	40%

	1994
	60%
	30%
	60%
	70%

	1995
	40%
	60%
	50%
	30%

	1996
	30%
	70%
	30%
	70%

	1997
	70%
	50%
	60%
	40%

	1998
	50%
	70%
	50%
	40%

	1999
	50%
	60%
	40%
	40%

	2000
	60%
	40%
	60%
	30%

	2001
	40%
	50%
	70%
	20%

	AVG
	46.36%
	55.83%
	56.67%
	39.17%


Note** There is no change in exchange rate for last two weeks 

This study further uses paired t test to compare validity of ARGA and ARBPN to know which model has the best validity as listed on table 12. The results on table 12 indicate that ARGA perform significantly better than ARBPN in the validity of predicted change direction for all the four exchange rates. ARBPN shows higher validity of predicted change direction than ARIMA for the two exchange rates, NT/US and POUND/US when average percentage of predicted change direction of ARBPN is compared to that of ARIMA based on the results of table 9 and table 11.
   Table 12 The Validity paired t test Between ARGA and ARBPN 
	
	NT/US
	POUND/US
	SF/US
	YEN/US

	t
	1.9364**
	1.5409*
	1.7498*
	3.8044**


Note: **significance at 5%,*significance at 10%

5 Conclusion
This study compares the forecasting ability of ARIMA model with two hybrid models, ARGA and ARBPN. Using paired t test, we find that at significant level 10%, ARGA is better than ARIMA for three exchange rates, NT/US, SF/US and YEN/US, and better than ARBPN for two exchange rates, NT/US and YEN/US. Also, we find that ARIMA is better than BPN only for YEN/US at 10% significant level. Therefore, we may conclude that ARIMA in combination with Genetic Algorithm (called ARGA) are the best model and ARBPN is no much difference from ARIMA. There are two possible reasons explaining why BPN does not show higher performance than ARIMA. One reason is that there are many random walk existed in 12 in-sample periods and in order to compare with forecasting ability of ARIMA, BPN uses the same data as ARIMA, which restrains its ability from forecasting exchange rates. The other reason is that the development of BPN is not mature. Researcher should use trial and error method to find out the number of hidden layer, the learning rule and transfer function, and the result may not be the best one. In fact, there is not any function which can get proper number of hidden layer and other relative parameters, so researchers should uses trial and error method to get better performance but may be not the best one.

Meanwhile, the validity is further used to examine whether the predicted changing direction of the future exchange rates is the same as actual one. By using paired t test, we find that at significance level 10%, the validity of ARGA is the best among three chosen models. The validity of ARBPN is higher that that of ARIMA, although the predictive power of ARBPN is inferior to that of ARIMA. Therefore, GA shows higher performance not only in predicting financially distressed firms as found by Huang et al. (1994) and Lensberg et al. (2004) but also in predicting the accuracy and the changing direction of the future exchange rates when GA is in combination with linear time series model such as ARIMA. Hopefully, GA can be further applied in financial fields relating to the validity in predictive power. 
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Figure 2 The Fundamental Structure of An Artificial Neural Network
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